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Sequential recommendation 

Input
user interaction sequence s = {i1, i2, … in}

each interacted item 𝑖 associated with a unique item ID and 
description text ti={w1, w2, … wc}

Output 
probability

3



Outline

• Introduction
• Method
• Experiment
• Conclusion

4



5

Universal sequence representation learning approach (UniSRec) 
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Universal Textual Item Representation 
-Semantic Transformation via Parametric Whitening 



Bert whitening
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MoE-enhanced Adaptor



9

Universal Sequence Representation
-Self-attentive Sequence Encoding 
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Universal Sequence Representation

Sequence-item contrastive task

Sequence-sequence contrastive task 
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Universal Sequence Representation

Multi-task learning 
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Parameter-Efficient Fine-tuning 

Inductive setting 

Transductive setting 
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Dataset
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Cross-domain

Cross-platform
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SASRec
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Conclusion

• UniSRec utilizes item texts to learn more transferable representations 
for sequential recommendation 

• design a lightweight architecture based on parametric whitening and 
MoE-enhanced adaptor to learn the universal item representations

• design two contrastive pre-training tasks to learn universal sequence 
representations from multi-domain sequences 
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